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(57) ABSTRACT
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nonvolatile memory device based on a request from a host
device, wherein the controller includes a first core activated
in a normal mode and a second core activated in a standby
mode.

16 Claims, 8 Drawing Sheets

i
Ty
=
E"
@

Cowdrolior

Host Davice et Unre Mo talie
i f1a1) Nonvolstils
: ¥ Vi Memary

-
z

Lhovion




U.S. Patent Sep. 6, 2016 Sheet 1 of 8 US 9,436,267 B2

FiG.1

Oata Storage Device

P

““““““““““““ o 130 3
ra

Covdrotier

Host Davice Firat Core . .
PN Nonvolatile
kY 13 i 3 Kamor

Lloving

Second Uore

&4y
N




U.S. Patent Sep. 6, 2016 Sheet 2 of 8 US 9,436,267 B2

RG22

Fawat Dupiy
{134}

O
FYTC DN SeNeNy o, e
BFOLSCCLS) t

Ly
ey
L

4

Hevoisrsrresri i ss vagesis

RS ama i




U.S. Patent Sep. 6, 2016 Sheet 3 of 8 US 9,436,267 B2

Mormal Mode Standby Moda Mormat Mods
3 St & =
H
H
o 3
Fiest Core{ 1314
! S
N
: AN
B
B3t
N g

. . N
Ciovesmred Shrat T0Y
Socung Coreti3R }

Host-depandant Jobs

3
D
-
X
\-:}
155
4
]
fes
3
]
[39)
ey
S
o
el
@




U.S. Patent Sep. 6, 2016 Sheet 4 of 8 US 9,436,267 B2

FIG.4

Address Manping Tabie Weaai~laveling Modul

T fay
54
e
Lt

1380
o o

Garpage Collection Module Ead Biook Managament Module




US 9,436,267 B2

Sheet 5 of 8

Sep. 6, 2016

U.S. Patent

LR LT

S

By P iag

By 10au0T

13

DIMABLE (B0

o
Cidsy

ETA

SRS




U.S. Patent Sep. 6, 2016 Sheet 6 of 8 US 9,436,267 B2

FIGH

2000

LIS RtaY

{3} Sl

QS0

1\:&;
s
L

NVMLZ |

o SA0

: W /7 BN GHe
- g / Controller ie

LT B

R

s i AN R

. Laladed
Jap gl

Host Devioe ok

Fowar Supply

v - - é Eglsffe{

/ Auxiary | Memaory Device
rREdiPower Suppiy | Mamary Devic

Ia T Tara! . X
2280 {aa41)




U.S. Patent Sep. 6, 2016 Sheet 7 of 8 US 9,436,267 B2

FIGY

2210

Y]
P

2 2214
e ot
Comrol Unit

o™ K
HAM - : \

i First |1 Second

Corg Core
k

2212 2813 2211
s .

Host Deviog w——ad  HOSUUF &

“/

5

Unit Mamary YF P CHZ

LE B

e R




U.S. Patent Sep. 6, 2016 Sheet 8 of 8 US 9,436,267 B2

FIG.8

PUvL \.--\
o -

{ Network }
-

Computer System ;
3700 e
Py v e
KIS RAM s
o JIOG
AS A
9 -~y
{ Qperating Systemn | ¢ : Network Adaptor
i Apphoation Program | g 5 .
H H Pt AN
e v ek o e et e :
L Breereners Meels e .
i Frogram Module 5 O
Lmenen - JRR)
Frogran Dala 3300

L T S T
Cparating System

i W F“{:}M

i
!
i
i
t
’

e v v ey
A

Frogram Modidle

Uner Interfans %

PRSI S S |




US 9,436,267 B2

1
DATA STORAGE DEVICE

CROSS-REFERENCES TO RELATED
APPLICATION

The present application claims priority under 35 U.S.C.
§119(a) to Korean application number 10-2013-0123967,
filed on Oct. 17, 2013, in the Korean Intellectual Property
Office, which is incorporated herein by reference in its
entirety.

BACKGROUND

1. Technical Field

Various embodiments of the present invention relate to a
data storage device, and more particularly, to a data storage
device with a multi-core controller.

2. Related Art

Recently, the paradigm for the computer environment has
changed into a ubiquitous computing so that computer
systems may be used anytime and anywhere. Thus, the use
of portable electronic devices such as mobile phones, digital
cameras, and notebook computers has rapidly increased. In
general, such portable electronic devices employ a data
storage device, which uses a memory device. The data
storage device is used to store data to be used in a portable
electronic device.

A data storage device using a memory device provides
advantages in that, since there is no mechanical driving part,
stability and durability are excellent, an information access
speed is high and power consumption is small. Data storage
devices having such advantages may include a universal
serial bus (USB) memory device, a memory card having
various interfaces, and a solid-state drive (SSD).

SUMMARY

A data storage device capable of reducing power con-
sumption is described herein.

In an embodiment of the present invention, a data storage
device may include a nonvolatile memory device and a
controller suitable for controlling an operation of the non-
volatile memory device base on a request from a host device,
wherein the controller includes a first core activated in a
normal triode and a second core activated in a standby mode.

In an embodiment of the present invention, a data storage
device may include a nonvolatile memory device, and a
controller suitable for controlling the nonvolatile memory
device based on a request from an external device, wherein
the controller includes a control unit including a first core
and a second core, and a power supply suitable for providing
a first operation power to the first core in a normal mode, and
providing a second operation power to the second core in a
standby mode.

According to the embodiments of the present invention,
the power consumption of a data storage device may be
reduced.

BRIEF DESCRIPTION OF THE DRAWINGS

Features, aspects, and embodiments are described in
conjunction with the attached drawings, in which:

FIG. 1 is a block diagram illustrating a data processing
system including a data storage device in accordance with an
embodiment of the present invention;

FIG. 2 is a detailed diagram of a controller shown in FIG.
2;
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FIG. 3 is a diagram for explaining jobs to be processed by
a controller shown in FIG. 1;

FIG. 4 is a diagram for explaining host-independent jobs
shown in FIG. 3;

FIG. 5 is a block diagram illustrating a data processing
system in accordance with an embodiment of the present
invention;

FIG. 6 is a block diagram illustrating a solid-state drive
(SSD) in accordance with an embodiment of the present
invention;

FIG. 7 is a detailed diagram of a SSD controller shown in
FIG. 6; and

FIG. 8 is a block diagram illustrating a computer system
in accordance with the embodiment of the present invention.

DETAILED DESCRIPTION

In the present invention, advantages, features and meth-
ods for achieving them will become more apparent after a
reading of the following exemplary embodiments taken in
conjunction with the drawings. The present invention may,
however, be embodied in different forms and should not be
construed as being limited to the embodiments set forth
herein. Rather, these embodiments are provided to describe
the present invention in detail to the extent that a person
skilled in the art to which the invention pertains may easily
enforce the technical concept of the present invention.

It is to be understood herein that embodiments of the
present invention are not limited to the particulars shown in
the drawings and that the drawings are not necessarily to
scale and in some instances proportions may have been
exaggerated in order to more clearly depict certain features
of the invention. While particular terminology is used
herein, it is to be appreciated that the terminology used
herein is for the purpose of describing particular embodi-
ments only and is not intended to limit the scope of the
present invention. Throughout the disclosure, reference
numerals correspond directly to the like numbered parts in
the various figures and embodiments of the present inven-
tion.

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.
It will be understood that when an element is referred to as
being “on,” “connected to” or “coupled to” another element,
it may be directly on, connected or coupled to the other
element or intervening elements may be present. As used
herein, a singular form is intended to include plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “includes” and/or “includ-
ing,” when used in this specification, specify the presence of
at least one stated feature, step, operation, and/or element,
but do not preclude the presence or addition of one or more
other features, steps, operations, and/or elements thereof.

Hereinafter, a data storage device according to the present
invention will be described below with reference to the
accompanying drawings through exemplary embodiments.

In the following description, a block that functions as a
processor unit is referred to as a core. Further, a multi-core
controller denotes a controller that includes parallel-coupled
multiple cores therein.

FIG. 1 is a block diagram illustrating a data processing
system 100 including a data storage device in accordance
with an embodiment of the present invention.

Referring to FIG. 1, the data processing system 100 may
include a host device 110 and a data storage device 120.

The host device 110 may include a portable electronic
device such as a mobile phone, an MP3 player, a digital
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camera and a laptop computer, or an electronic device such
as a desktop computer, a game player, a TV, a beam projector
and a car entertainment system.

The data storage device 120 may operate in response to a
request from the host device 110. The data storage device
120 may store data to be accessed by the host device 110.
The data storage device 120 may also be referred to as a
memory system.

The data storage device 120 may be any one of various
kinds of storage devices according to the protocol of an
interface (I/F), which is coupled with the host device 110.
For example, the data storage device 120 may be configured
as any one of various kinds of storage devices such as a
solid-state drive, a multimedia card (e.g., an MMC, an
eMMC, an RS-MMC or micro-MMC), a secure digital card
(e.g., an SD, a mini-SD or a micro-SD), a universal serial
bus (USB) storage device, a universal flash storage (UFS)
device, a personal computer memory card international
association (PCMCIA) card, a compact flash (CF) card, a
smart media card, a memory stick, and so forth.

The data storage device 120 may include a controller 130
and a nonvolatile memory device 140.

The controller 130 may control the general operations of
the data storage device 120. The controller 130 may drive a
firmware or a software, which is loaded on a working
memory (not shown), in order to control the general opera-
tions of the data storage device 120. The controller 130 may
control the nonvolatile memory device 140 in response to a
request from the host device 110. For example, the controller
130 may provide the data read from the nonvolatile memory
device 140 to the host device 110. For another example, the
controller 130 may store the data provided from the host
device 110 in the nonvolatile memory device 140. For these
operations, the controller 130 may control the read, program
(or write) and erase operations of the nonvolatile memory
device 140.

The controller 130 may include a first core 131 and a
second core 132. While the controller 130 including two
cores 131 and 132 is exemplified for the sake of simplifi-
cation of explanation, two or more cores may be included in
the controller 130 as the occasion demands. Also, while the
controller 130 including the first core 131 and the second
core 132 is exemplified, the first core 131 may be configured
as a first controller, for example, a main controller, and the
second core 132 may be configured as a second controller,
for example, a sub controller, which is functionally or
physically separate from the first controller.

The size of a core, that is, the number of logic gates,
which constitute the core, may be proportional to the per-
formance and the power consumption of the core. For
instance, the number of logic gates constituting a core with
high performance may be larger than that of logic gates
constituting a core with low performance. Further, the power
consumption of the core with high performance may be
larger than that of the core with low performance. According
to the embodiment of the present invention, the number of
the logic gates included in the first core 131 may be larger
than the number of the logic gates included in the second
core 132. For this reason, the first core 131 may have
performance superior to the second core 132. That is, for the
same time period, an amount of jobs to be processed by the
first core 131 may be larger than that of jobs to be processed
by the second core 132. Moreover, for the same time period,
the power consumption of the first core 131 may be larger
than that of the second core 132.

The first core 131 and the second core 132 may indepen-
dently perform their jobs. The first core 131 and the second
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core 132 may perform a job in cooperation with each other.
The first core 131 may take charge of jobs, which are
associated with both the host device 110 and the nonvolatile
memory device 140 (i.e., host-dependent jobs). The second
core 132 may take charge of jobs, which are associated with
the nonvolatile memory device 140 (i.e., host-independent
jobs).

The first core 131 may operate while the data storage
device 120 operates in a normal mode. While the first core
131 operates, the second core 132 may enter a standby state.
In this case, power and a clock used for the second core 132
to operate may not be provided to the second core 132.
Power and a clock used for the second core 132 to retain the
standby state may be provided to the second core 132.

The second core 132 may operate while the data storage
device 120 operates in a standby mode (or an idle mode or
a power-saving mode). While the second core 132 operates,
the first core 131 may enter a standby state. In this case,
power and a clock used for the first core 131 to operate may
not be provided to the first core 131. Power and a clock used
for the first core 131 to retain the standby state may be
provided to the first core 131.

While the data storage device 120 operates in the standby
mode, since the first core 131 with high performance and
high power consumption does not operate and only the
second core 132 with low performance and low power
consumption operates, the power consumption of the data
storage device 120 may be reduced.

The nonvolatile memory device 140 may operate as the
storage medium of the data storage device 120. The non-
volatile memory device 140 may include any one of various
types of nonvolatile memory devices such as a NAND flash
memory device, a NOR flash memory device, a ferroelectric
random access memory (FRAM) using ferroelectric capaci-
tors, a magnetic random access memory (MRAM) using a
tunneling magneto-resistive (TMR) layer, a phase change
random access memory (PRAM) using a chalcogenide alloy,
and a resistive random access memory (ReRAM) using a
transition metal oxide. Furthermore, the nonvolatile memory
device 140 may include a combination of a NAND flash
memory device and at least one of the various types of
nonvolatile memory devices described above.

FIG. 2 is a detailed block diagram illustrating the con-
troller 130 shown in FIG. 1.

Referring to FIG. 2, the controller 130 may include a
control unit 133, a power supply 134, a clock generator 135,
a host interface unit 137, a working memory device 138, and
a memory interface unit 139. While not shown, the control-
ler 130 may further include an error correction code (ECC)
unit that may detect and correct an error of data to be stored
in or read from the nonvolatile memory device 140.

The control unit 133 may include the first core 131 and the
second core 132. The first core 131 and the second core 132
may drive a firmware or a software, which is loaded on the
working memory device 138. Jobs to be processed by the
controller 130 may be processed through code driving of the
first core 131 and the second core 132.

The first core 131 may provide an activated standby mode
signal SB to the power supply 134 and the clock generator
135 when the data storage device 120 enters the standby
mode from the normal mode. The power supply 134 may
selectively supply power to the first core 131 and the second
core 132 in response to the activated standby mode signal
SB. The clock generator 135 may selectively supply clocks
to the first core 131 and the second core 132 in response to
the activated standby mode signal SB.
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The power supply 134 may block the supply of power
PC1 to the first core 131 in response to the activated standby
mode signal SB. The power supply 134 may supply power
PC1_S used for the first core 131 to retain the standby state
in response to the activated standby mode signal SB. The
power supply 134 may supply power PC2 to the second core
132 in response to the activated standby mode signal SB.

The clock generator 135 may block the supply of a clock
CC1 to the first core 131 in response to the activated standby
mode signal SB. The clock generator 135 may supply a
clock CC1_S used for the first core 131 to retain the standby
state in response to the activated standby mode signal SB.
The clock generator 135 may supply a dock CC2 to the
second core 132 in response to the activated standby mode
signal SB.

Through this procedure, while the data storage device 120
operates in the standby mode, the first core 131 may be
deactivated, and the second core 132 may be activated.
While the data storage device 120 operates in the standby
mode, the first core 131 may operate in the standby state, and
the second core 132 may perform jobs to be processed in the
standby mode.

The second core 132 may provide an interrupt signal ITR
to the first core 131 when the data storage device 120 enters
the normal mode from the standby mode. The first core 131
may provide the deactivated standby mode signal SB to the
power supply 134 and the clock generator 135, in response
to the interrupt signal ITR provided from the second core
132.

The power supply 134 may supply the power PC1 to the
first core 131 in response to the deactivated standby mode
signal SB. The power supply 134 may block the supply of
the power PC2 to the second core 132 in response to the
deactivated standby mode signal SB. The power supply 134
may supply power PC2_S used for the second core 132 to
retain the standby state in response to the deactivated
standby mode signal SB.

The clock generator 135 may supply the clock CC1 to the
first core 131 in response to the deactivated standby mode
signal SB. The clock generator 135 may block the supply of
the clock CC2 to the second core 132 in response to the
deactivated standby mode signal SB. The clock generator
135 may supply a clock CC2_S used for the second core 132
to retain the standby state in response to the deactivated
standby mode signal SB.

Through this procedure, while the data storage device 120
operates in the normal mode, the first core 131 may be
activated, and the second core 132 may be deactivated.
While the data storage device 120 operates in the normal
mode, the first core 131 may perform jobs to be processed
in the normal mode, and the second core 132 may operate in
the standby state.

The host interface unit 137 may interface the host device
110 and the controller 130. For example, the host interface
unit 137 may perform interfacing through one of various
interface protocols such as a universal flash storage (UFS)
protocol, a universal serial bus (USB) protocol, a multime-
dia card (MMC) protocol, a secure digital (SD) card proto-
col, a peripheral component interconnection (PCI) protocol,
a PCI express (PCI-E) protocol, a parallel advanced tech-
nology attachment (PATA) protocol, a serial advanced tech-
nology attachment (SATA) protocol, a small computer sys-
tem interface (SCSI) protocol, and a serial attached SCSI
(SAS) protocol.

The memory interface unit 139 may interface the con-
troller 130 and the nonvolatile memory device 140. The
memory interface unit 139 may provide a command and an
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address to the nonvolatile memory device 140 under the
control of the control unit 133. Furthermore, the memory
interface unit 139 may exchange data with the nonvolatile
memory device 140.

FIG. 3 is a diagram for explaining jobs to be processed by
the controller 130 shown in FIG. 2.

Hereinbelow, the role allocation of the first core 131 and
the second core 132 depending on the operation mode of the
data storage device 120 will be described in detail with
reference to FIGS. 2 and 3.

Jobs to be processed by the control unit 133 including the
first core 131 and the second core 132 may be classified into
host-dependent jobs 31 and host-independent jobs 32.

The host-dependent jobs 31 may include jobs associated
with the host device 110. For instance, the host-dependent
jobs 31 may include jobs associated with input/output of
data, such as of outputting data to the host device 110 or
being inputted with data from the host device 110. Further,
the host-dependent jobs 31 may include a job for interfacing
with the host device 110, a synchronizing job for performing
a function requested by the host device 110, and a job for
setting a function from the host device 110, a job for
managing the host device 110, and so forth.

The host-independent jobs 32 may include jobs associated
with a job for internally managing the data storage device
120. For instance, the host-independent jobs 32 may include
a management job due to the characteristic of the nonvolatile
memory device 140. That is, the host-independent jobs 32
may include a job for managing the nonvolatile memory
device 140. The host-independent jobs 32 will be described
in detail with reference to FIG. 4.

The data storage device 120 may operate in the standby
mode, the idle mode or the power-saving mode when there
is not a job to be processed, for example, a job requested
from the host device 110. For instance, the data storage
device 120 may operate in the standby mode when there is
not a job to be performed, which is associated with input/
output of data, such as of outputting data to the host device
110 or being inputted with data from the host device 110.
The data storage device 120 may operate in the normal mode
when there is a job to be processed, for example, a job
requested from the host device 110. In other words, the data
storage device 120 may operate in the normal mode, except
when it operates in the standby mode.

The first core 131 may have high performance and high
power consumption characteristics. Accordingly, the first
core 131 may perform all jobs to be processed by the control
unit 133. For example, while the data storage device 120
operates in the normal mode, the first core 131 may perform
both the host-dependent jobs 31 and the host-independent
jobs 32, which may be raised in the course of performing the
host-dependent jobs 31.

The second core 132 may have low performance and low
power consumption characteristics. Accordingly, the second
core 132 may perform only partial jobs among all the jobs
to be processed by the control unit 133. For example, the
second core 132 may perform only the host-independent
jobs 12 while the data storage device 120 operates in the
standby mode.

When there is no job to be processed by the control unit
133, the data storage device 120 enters the standby mode.
That is, the data storage device 120 may enter the standby
mode only when the first core 131 has completed all jobs.
Accordingly, a case where the second core 132 performs an
interrupted job, when a job that is being performed by the
first core 131 is not completed, does not occur. Conversely,
while the second core 132 performs a job, the mode of the
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data storage device 120 may be changed from the standby
mode to the normal mode. In other words, while the second
core 132 performs the job for internally managing the data
storage device 120, for example, the job for managing the
nonvolatile memory device 140, the mode of the data
storage device 120 may be changed from the standby mode
to the normal mode. Since the first core 131 may perform
both the host-dependent jobs J1 and the host-independent
jobs J2, a job BG1a, which is not completed by the second
core 132 may be continuously performed by the first core
131 (i.e., a job BG1d).

FIG. 4 is a diagram for explaining host-independent jobs
shown in FIG. 3. In explaining FIG. 4, it is assumed that the
nonvolatile memory device 140 includes a flash memory
device.

The memory region of the flash memory device 140 may
be classified into pages and blocks according to the struc-
tural characteristics thereof. For instance, one memory block
may include a plurality of pages. The flash memory device
140 performs a read or program operation by the unit of a
page. The flash memory device 140 performs an erase
operation by the unit of a block. Also, the flash memory
device 140 may not perform overwriting. Namely, a memory
cell of the flash memory device 140 should be erased to store
new data. Due to such characteristics of the flash memory
device 140, the controller 130 may drive an additional
firmware, which is referred to as a flash translation layer
(FTL).

The flash translation layer may manage the read, program,
and erase operations of the nonvolatile memory device 140,
so that the data storage device 120 may operate in response
to an access requested from the file system of the host device
110. Further, the flash translation layer may manage subsid-
iary operations attributable to the characteristics of the
nonvolatile memory device 140. The flash translation layer
of a code type loaded on the working memory device 138
may be driven by the controller 130.

Referring to FIG. 4, the flash translation layer loaded on
the working memory device 138 may include management
data and a plurality of modules. For example, the flash
translation layer may include an address mapping table
138A, a garbage collection module 138B, a wear-leveling
module 138C, and a bad block management module 138D.
Furthermore, the flash translation layer may further include
an interleaving module for operating in parallel a plurality of
nonvolatile memory devices, a sudden power-off manage-
ment module for preparing against a sudden power-off, and
so forth.

When the host device 110 accesses the data storage device
120, for example, requests a read or write operation, the host
device 110 may provide a logical address to the data storage
device 120. The flash translation layer may convert the
provided logical address into a physical address of the flash
memory device 140, and may perform a requested operation
by referring to the converted physical address. The flash
translation layer may manage address conversion data, that
is, the address mapping table 138A, for such an address
converting operation.

The garbage collection module 138B may manage
memory blocks in which fragmented data are stored. The
flash memory device 140 may not overwrite, and the unit of
the program operation may be smaller than the unit of the
erase operation. For this reason, the flash memory device
140 requires a job for collecting valid data dispersed at
physically different positions, to the same address region by
using an optional empty space when a storage space reaches
a predetermined limit. The garbage collection module 138B
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may perform a job for collecting fragmented valid data to the
same address region by performing a plurality of write
operations and a plurality of erase operations.

The wear-leveling module 138C may manage the wear
degrees of the memory blocks of the flash memory device
140. The memory cells of the flash memory device 140 are
likely to age by repeated program and erase operations.
Aged memory cells, that is, overused memory cells, may
cause a fail, for example, a physical defect. The wear-
leveling module 138C may manage the program-erase
counts of respective memory blocks in such a way as to be
substantially leveled to prevent a certain memory block of
the flash memory device 140 from being overused earlier
than the other memory blocks. For example, the wear-
leveling module 138C may perform a job of copying the
valid data of a memory block, which is relatively substan-
tially overused, that is, a memory block with a large pro-
gram-erase count number, to a memory block, which is
relatively scarcely used, that is, a memory block with a small
program-erase count number. The wear-leveling module
138C may manage a substantially overused memory block
in such a way as not to be used for a preset time period.

The bad block management module 138D may manage a
memory block in which a fail has occurred, among the
memory blocks of the flash memory device 140. As afore-
mentioned, a fail, for example, a physical defect, may occur
in an overused memory cell. The data stored in the memory
cell in which a fail has occurred may not be normally read.
Furthermore, data may not be normally stored in a memory
cell in which a fail has occurred. The bad block management
module 138D may perform a job of copying the valid data
of' a memory block including a memory cell in which a fail
has occurred, to a normal memory block. Moreover, the bad
block management module 138D may manage the use of a
memory block including a memory cell in which a fail has
occurred, in such a way as to be blocked.

The garbage collecting operation performed through the
garbage collection module 138B, the wear-leveling opera-
tion performed by the wear-leveling module 138C, and the
bad block managing operation performed by the bad block
management module 138D may be internal management
jobs of the data storage device 120, attributable to the
characteristics of the flash memory device 140. That is, the
internal management jobs of the data storage device 120,
attributable to the characteristics of the flash memory device
140, may not be included in jobs associated with input/
output of data such as of outputting data to the host device
110 or being inputted with data from the host device 110.
Accordingly, the internal management jobs of the data
storage device 120, attributable to the characteristics of the
flash memory device 140, may be included in host-indepen-
dent jobs.

FIG. 5 is a block diagram illustrating a data processing
system 1000 in accordance with an embodiment of the
present invention.

Referring to FIG. 5, the data processing system 1000 may
include a host device 1100 and a data storage device 1200.

The data storage device 1200 may include a controller
1210 and a nonvolatile memory device 1220. The data
storage device 1200 may be used by being electrically
coupled to the host device 1100 such as a desktop computer,
a notebook computer, a digital camera, a mobile phone, an
MP3 player, a game player, and so forth. The data storage
device 1200 is also referred to as a memory system.

The controller 1210 may access the nonvolatile memory
device 1220 in response to a request from the host device
1100. For example, the controller 1210 may control the read,
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program or erase operation of the nonvolatile memory
device 1220. The controller 1210 may drive a firmware for
controlling the nonvolatile memory device 1220.

The controller 1210 may include component elements,
which are well known in the art, such as a host interface
1211, a control unit 1212, a memory interface 1213, a RAM
1214, and an error correction code (ECC) unit 1215.

The control unit 1212 may include a first core with high
performance and a second core with low performance. The
first core may perform host-dependent jobs and host-inde-
pendent jobs while the data storage device 1200 operates in
a normal mode. The second core may perform host-inde-
pendent jobs while the data storage device 1200 operates in
a standby mode, an idle mode or a power-saving mode.
Accordingly, since jobs may be performed through the
second core with low performance while the data storage
device 1200 operates in the standby mode, the power
consumption of the data storage device 1200 may be
reduced.

The control unit 1212 may control the general operations
of the controller 1210 in response to a request from the host
device 1100. The RAM 1214 may be used as the working
memory of the control unit 1212. The RAM 1214 may
temporarily store the data read from the nonvolatile memory
device 1220 or the data provided from the host device 1100.

The host interface 1211 may interface the host device
1100 and the controller 1210. For example, the host interface
1211 may communicate with the host device 1100 through
one of various interface protocols such as a universal flash
storage (UFS) protocol, a universal serial bus (USB) proto-
col, a multimedia card (MMC) protocol, a peripheral com-
ponent interconnection (PCI) protocol, a PCI express (PCI-
E) protocol, a parallel advanced technology attachment
(PATA) protocol, a serial advanced technology attachment
(SATA) protocol, a small computer system interface (SCSI)
protocol, and a serial attached SCSI (SAS) protocol.

The memory interface 1213 may interface the controller
1210 and the nonvolatile memory device 1220. The memory
interface 1213 may provide a command and an address to
the nonvolatile memory device 1220. Furthermore, the
memory interface 1213 may exchange data with the non-
volatile memory device 1220.

The error correction code unit 1215 may detect an error of
the data read from the nonvolatile memory device 1220.
Also, the error correction code unit 1215 may correct the
detected error when the detected error falls within a cor-
rectable range. Meanwhile, the error correction code unit
1215 may be provided inside or outside the controller 1210
according to the memory system 1000.

The controller 1210 and the nonvolatile memory device
1220 may be integrated into one semiconductor apparatus
and may be configured as a memory device. For example,
the controller 1210 and the data storage media 1220 may be
integrated into one semiconductor apparatus and may be
configured as a multimedia card in the form of an MMC, an
eMMC, an RS-MMC and a micro-MMC, a secure digital
card in the form of an SD, a mini-SD and an micro-SD, a
universal serial bus (USB) storage device, a universal flash
storage (UFS) device, a personal computer memory card
international association (PCMICA) card, a compact flash
(CF) card, a smart media card, a memory stick, and so forth.

FIG. 6 is a block diagram illustrating a solid-state drive
(SSD) in accordance with an embodiment of the present
invention. Referring to FIG. 6, a data processing system
2000 may include a host device 2100 and an SSD 2200.
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The SSD 2200 may include an SSD controller 2210, the
buffer memory device 2220, nonvolatile memory devices
2231 to 223n, a power supply 2240, a signal connector 2250,
and a power connector 2260.

The SSD 2200 may operate in response to a request from
the host device 2100. That is, the SSD controller 2210 may
access the nonvolatile memory devices 2231 to 223% in
response to a request from the host device 2100. For
example, the SSD controller 2210 may control the read,
program and erase operations of the nonvolatile memory
devices 2231 to 223n.

The buffer memory device 2220 may temporarily store
data to be stored in the nonvolatile memory devices 2231 to
223n. Further, the buffer memory device 2220 may tempo-
rarily store data read from the nonvolatile memory devices
2231 to 223n. The data temporarily stored in the buffer
memory device 2220 may be transmitted to the host device
2100 or the nonvolatile memory devices 2231 to 223% under
the control of the SSD controller 2210.

The nonvolatile memory devices 2231 to 223z may be
used as storage media of the SSD 2200. The nonvolatile
memory devices 2231 to 223» may be electrically coupled
to the SSD controller 2210 through a plurality of channels
CHI1 to CHn, respectively. One or more nonvolatile memory
devices may be electrically coupled to one channel. The
nonvolatile memory devices electrically coupled to one
channel may be electrically coupled to the same signal bus
and data bus.

The power supply 2240 may provide power PWR input-
ted through the power connector 2260, to the inside of the
SSD 2200. The power supply 2240 may include an auxiliary
power supply 2241. The auxiliary power supply 2241 may
supply power so as to allow the SSD 2200 to be normally
terminated when a sudden power-off occurs. The auxiliary
power supply 2241 may include super capacitors capable of
being charged with power PWR.

The SSD controller 2210 may exchange a signal SGL
with the host device 2100 through the signal connector 2250.
The signal SGL may include a command, an address, data,
and so forth. The signal connector 2250 may include a
connector such as of a parallel advanced technology attach-
ment (PATA), a serial advanced technology attachment
(SATA), a small computer system interface (SCSI), a serial
attached SCSI (SAS), peripheral component interconnection
(PCI), and PCI express (PCI-E) protocols, depending on an
interface scheme between the host device 2100 and the SSD
2200.

FIG. 7 is a detailed block diagram of the SSD controller
2210 shown in FIG. 6.

Referring to FIG. 7, the SSD controller 2210 may include
a memory interface 2211, a host interface 2212, an error
correction code (ECC) unit 2213, a control unit 2214, and a
RAM 2215.

The memory interface 2211 may provide a command and
an address to the nonvolatile memory devices 2231 to 223x.
Moreover, the memory interface 2211 may exchange data
with the nonvolatile memory devices 2231 to 223n. The
memory interface 2211 may scatter the data transmitted
from the buffer memory device 2220 to the respective
channels CH1 to CHn under the control of the control unit
2214. Furthermore, the memory interface 2211 may transfer
the data read from the nonvolatile memory devices 2231 to
223 to the buffer memory device 2220, under the control of
the control unit 2214.

The host interface 2212 may provide an interface with the
SSD 2200 in correspondence to the protocol of the host
device 2100. For example, the host interface 2212 may
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communicate with the host device 2100 through one of
parallel advanced technology attachment (PATA), serial
advanced technology attachment (SATA), small computer
system interface (SCSI), serial attached SCSI (SAS), periph-
eral component interconnection (PCI), and PCI express
(PCI-E) protocols. In addition, the host interface 2212 may
perform a disk emulating function of supporting the host
device 2100 to recognize the SSD 2200 as a hard disk drive
(HDD).

The ECC unit 2213 may generate parity bits based on the
data transmitted to the nonvolatile memory devices 2231 to
223n. The generated parity bits may be stored in spare areas
of the nonvolatile memory devices 2231 to 223». The ECC
unit 2213 may detect an error of the data read from the
nonvolatile memory devices 2231 to 223n. When the
detected error falls within a correctable range, the ECC unit
2213 may correct the detected error.

The control unit 2214 may analyze and process a signal
SGL inputted from the host device 2100. The control unit
2214 may control the general operations of the SSD con-
troller 2210 in response to a request from the host device
2100. The control unit 2214 may control the operations of
the buffer memory device 2220 and the nonvolatile memory
devices 2231 to 223z according to a firmware for driving the
SSD 2200. The RAM 2215 may be used as a working
memory for driving the firmware.

The control unit 2214 may include a first core with high
performance and a second core with low performance. The
first core may perform host-dependent jobs and host-inde-
pendent jobs while the SSD 2200 operates in a normal mode.
The second core may perform host-independent jobs while
the SSD 2200 operates in a standby mode, an idle mode or
a power-saving mode. Accordingly, since jobs may be
performed through the second core with low performance
while the SSD 2200 operates in the standby mode, the power
consumption of the SSD 2200 may be reduced.

FIG. 8 is a block diagram illustrating a computer system
3000 in which the data storage device in accordance with the
embodiment of the present invention is mounted.

Referring to FIG. 8, the computer system 3000 may
include a network adaptor 3100, a central processing unit
3200, a data storage device 3300, a RAM 3400, a ROM 3500
and a user interface 3600, which are electrically coupled to
a system bus 3700. The data storage device 3300 may
include the data storage device 120 shown in FIG. 1, the data
storage device 1200 shown in FIG. 5 or the SSD 2200 shown
in FIG. 6.

The network adaptor 3100 provides interfacing between
the computer system 3000 and external networks. The
central processing unit 3200 performs general operations for
driving an operating system residing at the RAM 3400 or an
application program.

The data storage device 3300 stores general data used in
the computer system 3000. For example, an operating sys-
tem for driving the computer system 3000, an application
program, various program modules, program data, and user
data are stored in the data storage device 3300.

The RAM 3400 may be used as a working memory of the
computer system 3000. Upon booting, the operating system,
the application program, the various program modules and
the program data used for driving programs, which are read
from the data storage device 3300, are loaded on the RAM
3400. A basic input/output system (BIOS), which is acti-
vated before the operating system is driven, is stored in the
ROM 3500. Information exchange between the computer
system 3000 and a user is implemented through the user
interface 3600.
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Although not shown in FIG. 8, the computer system 3000
may further include devices such as an application chipset,
a camera image processor, and so forth.

While certain embodiments have been described above, it
will be understood to those skilled in the art that the
embodiments described are by way of example only.
Accordingly, the data storage device described herein should
not be limited based on the described embodiments. Rather,
the data storage device described herein should only be
limited in light of the claims that follow.

What is claimed is:

1. A data storage device comprising:

a nonvolatile memory device; and

a controller suitable for controlling an operation of the
nonvolatile memory device based on a request from a
host device,

wherein the controller includes a first core activated in a
normal mode and deactivated in a standby mode of the
data storage device and a second core activated in the
standby mode and deactivated in the normal mode of
the data storage device, and

wherein the first core performs both a host-dependent job
and a host-independent job and the second core per-
forms only the host-independent job.

2. The data storage device according to claim 1, wherein
the data storage device operates in the standby mode when
there is no job requested from the host device.

3. The data storage device according to claim 1, wherein
the first core performs a job for providing data read from the
nonvolatile memory device to the host device, or a job for
storing data provided from the host device in the nonvolatile
memory device, as the host-dependent job.

4. The data storage device according to claim 1, wherein
the second core performs a job for managing the nonvolatile
memory device, as the host-independent job.

5. A data storage device comprising:

a nonvolatile memory device; and

a controller suitable for controlling the nonvolatile
memory device based on a request from an external
device,

wherein the controller comprises:

a control unit including a first core performing both a
host-dependent job and a host-independent job, and a
second core performing only the host-independent job;
and

a power supply suitable for providing a first operation
power to the first core in a normal mode and blocking
providing of the first operation power to the first core
in a standby mode of the data storage device, and
providing a second operation power to the second core
in the standby mode and blocking providing of the
second operation power to the second core in the
normal mode of the data storage device.

6. The data storage device according to claim 5, wherein
the power supply provides a standby power used for the first
core to retain the standby mode.

7. The data storage device according to claim 5, wherein
the power supply provides a standby power used for the
second core to retain the standby mode.

8. The data storage device according to claim 5, further
comprising:

a clock generator suitable for providing a first operation
clock to the first core in the normal mode, and provid-
ing a second operation clock to the second core in the
standby mode.

9. The data storage device according to claim 8, wherein

the clock generator blocks providing of the first operation
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clock to the first core in the standby mode or provides a
standby clock used for the first core to retain the standby
state.

10. The data storage device according to claim 8, wherein
the clock generator blocks providing of the second operation
clock to the second core in the normal mode or provides a
standby clock used for the second core to retain the standby
state.

11. The data storage device according to claim 8, wherein
the first core provides an activated standby mode signal to
the power supply and the clock generator when entering the
standby mode from the normal mode.

12. The data storage device according to claim 11,
wherein the second core provides an interrupt signal to the
first core when entering the normal mode from the standby
mode, and

the first core provides a deactivated standby mode signal

to the power supply and the clock generator in response
to the interrupt signal.

13. The data storage device according to claim 12,
wherein the power supply provides the second operation
power to the second core in response to the activated standby
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mode signal, and provides the first operation power to the
first core in response to the deactivated standby mode signal,
and

the clock generator provides the second operation clock to

the second core in response to the activated standby
mode signal, and provides the first operation clock to
the first core in response to the deactivated standby
mode signal.

14. The data storage device according to claim 5, wherein
the external device includes a host device, and

the data storage device operates in a standby mode when

there is no job requested from the host device.

15. The data storage device according to claim 5, wherein
the second core performs a job for managing the nonvolatile
memory device, as the host-independent job.

16. The data storage device according to claim 5, wherein
the first core performs a job for providing data read from the
nonvolatile memory device to the host device, or performs
a job for storing data provided from the host device in the
nonvolatile memory device, as the host-dependent job.
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